
Mutual Benefit: The Case for Sharing Autonomous Vehicle Data
with the Public

David Goedicke
University of Duisburg-Essen

Essen, DE
Cornell Tech
New York, US

Natalie Chyi
Cornell Tech
New York, US

Alexandra Bremers
Cornell Tech
New York, US

Stacey Li
Cornell Tech
New York, US

James Grimmelmann
Cornell Tech
New York, US

Wendy Ju
Cornell Tech
New York, US

Abstract
Autonomous driving is a widely researched technology that is fre-
quently tested on public roads. The data generated from these tests
represent an essential competitive element for the respective com-
panies moving this technology forward. In this paper, we argue for
the normative idea that a part of this data should more explicitly
benefit the general public by sharing it through a trusted entity as
a form of compensation and control for the communities that are
being experimented upon. To support this argument, we highlight
what data is available to be shared, make the ethical case for sharing
autonomous vehicle data, present case studies in how AV data is
currently shared, draw from existing data-sharing platforms from
similar transportation industries to make recommendations on how
data should be shared and conclude with arguments as to why such
data-sharing should be encouraged.

1 Introduction
The advent of autonomous vehicles, and the development and test-
ing of those vehicles in public spaces, raise key ethical issues about
ownership and sharing of data. In this paper, we make a philosophi-
cal argument for sharing data collected about the public by privately
owned autonomous vehicle companies. This is an important issue
for the CHI community, because of the increasing interest in vehicle
automation within the community [20, 65], and our interest in the
data and subsequent research it would enable [67, 80]. Moreover, it
builds upon prior arguments in the CHI community around com-
munity informatics[28], which posits a moral case that the people
whose activity and experiences will ultimately be affected most
directly by a design outcome ought to have a substantive say in
what that outcome is [31].

We argue that the use of public roads and the risk to public
persons for the development of intellectual property for private
entities demands some immediate benefit in exchange. In this paper,
we build the case for this position. First, we describe these on-
road autonomous vehicle experiments, discuss what data is being
collected and why, make an argument that the data from these
deployments should be shared, and discuss a mechanism by which
data could be shared. This data sharing would help to reduce the risk
associated with multiple companies duplicating similar public tests
and provides broader insights that can benefit the wider community.

This is an important issue for the CHI community, both because
of the increasing interest in vehicle automation [20, 65], but also

our interest in the data and subsequent research it would enable
[67, 80]. In a nutshell, we argue that the use of public roads and the
risk to public persons for the development of intellectual property
for private entities demands some immediate benefit in exchange.

To make this case, we enumerate costs and risks associated with
these deployments, consider arguments for and against different
types of data sharing, and make policy recommendations. We fur-
ther weigh and respond to legal challenges around the sharing and
recommendations for the US and EU jurisdictions.

This paper contributes an argument for AV data sharing, which
empowers the CHI community to advocate sharing data in any juris-
diction considering autonomous vehicle deployments. Furthermore,
we hope that the case of data sharing in autonomous vehicles can
inform larger ethical discussions about data sharing, which we fore-
see will become possible or necessary as data-driven "intelligent"
products and services become increasingly common.

1.1 Why is on-road data collection occurring?
While it seems inevitable that autonomous vehicles will eventually
become commonplace, it has been acknowledged that the arrival of
a truly autonomous car—the driverless car that can go anywhere,
anytime—is a long way off, with some forecasters predicting that
safe, widespread adoption of autonomous passenger vehicles will
take decades.[57] The autonomous passenger cars that people have
spotted in their neighborhoods or witnessed on YouTube are ac-
tually geographically-limited experimental deployments of key
technologies being developed and tested.

Much of what is occurring on-road currently is actually data
collection–about road conditions, traffic interactions, pedestrian
behavior, and passenger experience–that are needed to enable the
algorithms and control models that future autonomous vehicles
will use. While some testing and development can occur on closed
tracks and in simulation, on-road testing provides key information
and lessons that are an irreplaceable step toward the realization of
autonomous vehicles. Simulations alone are inadequate to the range
of real-life situations AVs will encounter: no plausible simulation
could have incorporated a “woman in [an] electric wheelchair chas-
ing a duck with a broom” scenario witnessed by one GoogleX (now
Waymo) car. [69] Still, as unusual as situations may be that AVs
will encounter on the road, they will be expected to deal with all of
them safely and appropriately. In order for AVs to be sophisticated
enough to be widely adopted and safe enough to use, then, they
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will have to be tested on public streets, with some risk to those in
their path.

We propose that one way to mitigate this risk and to build safer
AV technology faster is through mandatory sharing of safety data
by AV companies when they are testing their vehicles. In particular,
we believe that they should be required to share detailed informa-
tion about their operation of test vehicles with increased published
data for any in disengagement, near-crash, and crash incidents. Fur-
thermore, publicly sharing data from these deployments can benefit
research on user interactions with transportation and municipal-
ities in ways that are beneficial to human-computer interaction
researchers.

2 Related Work
Within the HCI community, we have seen some focus on legal is-
sues [62, 67], but seldom considered policy–not what is allowed, but
what should be. Partly this is due to the fact that the policymaking
activity takes place within bodies such as the Society of Automotive
Engineers (SAE), the International Organization for Standardiza-
tion (ISO), and policy study committees of organizations such as
the Transportation Review Board (TRB), and occur outside of the
public, academic discussion. These organizations have slightly dif-
fering agendas. Engineering bodies develop standards to enable
commonality in nomenclature, discourse, and system character-
istics. Standards bodies often perform certification to ensure the
quality, safety, and reliability of products, systems, and services. Pol-
icymakers for governments and municipalities often have a more
complicated task of balancing the competing interests of industry
and the public. Nevertheless, we believe the CHI community should
consider and even advocate policy since issues such as data shar-
ing and public testing of AVs have important implications for HCI
research [26]. This type of data sharing has been important to the
flight automation community both for safety and research [59].

To date, in the US, the National Highway Traffic Safety Admin-
istration (NHTSA) has explicitly avoided making direct policy and
has been relatively circumspect in its advice to states for their own
AV policies. This is probably because the technology in question is
still nascent, and NHSTA is waiting to see how it develops. The 2013
“Preliminary Statement of Policy Concerning Automated Vehicles”
[13] primarily recommended that states permit the operation of
self-driving vehicles only for testing. NHSTA’s guidance to date
[14] has been to license the safety drivers to make sure they are able
to operate the AV safely, that the state on-road testing to minimize
risk to other road users, that there be a safety driver capable of
take over if required for any vehicle being tested, that they limit
testing to environmental conditions suitable to the AV, and that
they establish reporting requirements to establish the performance
of the AV during testing.

There is scant work exploring what kinds of data should be re-
ported except for crash and critical incident data. Some, such as
Claybrook and Kildare, [34], argue that mandatory data should be
reported but focus on requiring detailed data on crashes and system
malfunctions. “Currently, there is no transparency regarding the
algorithms that form the basis for AV function and thus no way
to determine whether there are better approaches to solving prob-
lems that resulted in collisions or serious system malfunctions. The

information required, however, is more than just that covered by
an incident report but must include details on the dynamics of the
collision and, more importantly, how the decision process of the
AV may have led to or contributed to the crash. Only through data
collection and analysis can future regulatory needs be developed
and justified. ” They propose as a model the Aviation Safety Infor-
mation Analysis and Sharing (ASIAS) Program [12]. (More detailed
discussion of the ASIAS program and system are described later in
this paper.)

From an HCI perspective, we believe that detailed data about the
road interactions of AVs and the context in which those interactions
occurred is also relevant and critical to the public, as it informs the
qualitative manner in which the vehicle interacts with the public.
Ethnographic research from the human factors community have
noted the ways in which social interaction occurs between drivers
[63], driver-bus interaction [70], pedestrian-vehicle interaction [40,
83] and interactions at petrol stations [71], and AV interactions
with other road users [27, 84]. More recent research has made
use of large-scale naturalistic driving datasets such as Virginia
Tech’s 100 car Naturalistic Driving Study [41], the follow-on SHRP2
Naturalistic Driving Study [61], University of Minnesota’s Field
Operational Test of the Teen Driver Support System [38], and MIT’s
Autonomous Vehicle Technology Study [54] to better understand
how vehicles interact with each other, as well as with pedestrians
and other road users, [43, 55]. This type of data critically informs
our future with computer-controlled vehicles, but, to date, has
been considered the private information belonging solely to the
automotive companies running test AV deployments.

This paper is the first to make a case for data-sharing policies
around the ordinary operation of AVs. Due to length constraints,
this paper is primarily written towards influencing the laws, poli-
cies, and regulations in the United States; however, this argument
is informed by policy and deployment examples from other coun-
tries, based on the limited data publicly available, and considers,
in particular, the application of the EU’s General Data Protection
Regulation (GDPR) to the data sharing we advocate; we imagine
this work might be the basis for a larger body of work considering
how AV data sharing might work worldwide.

3 Why should AV data be shared?
Why should data from autonomous vehicle deployments be shared?
Research ethics suggests that some form of data sharing may be
necessary to overcome the ethical problems of subjecting the public
to the risks of AV testing. Data sharing is both a proxy (albeit an
imperfect one) for true informed consent and a way of ensuring
that the benefits of AV testing are as broadly distributed as the risks.

Recently, an engineer at Uber’s self-driving-car unit likened their
vehicles to "a science experiment" [24], which is an apt description.
As it stands, companies testing their AVs on public roads are essen-
tially conducting an experiment on anyone they cross paths with
or without their knowledge or consent. AV testing meets the defini-
tion of ‘research’ in the Federal Policy for the Protection of Human
Subjects, better known as the Common Rule, the principal regu-
lation applicable to federally-funded research: it is a “systematic
investigation ... designed to develop or contribute to generalizable
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knowledge” [73] 1 Members of the public who interact with AVs,
including pedestrians and other drivers, may or may not be “human
subjects” in the sense the Common Rule uses the term: they are
“living individual[s] about whom an investigator ... [o]btains infor-
mation ... through intervention,” where “intervention” is defined to
include “manipulations of the ... subject’s environment.” [73] But
even if these members of the public are not themselves considered
research participants, AV testing is a research program that exposes
them to risks and as such raises the same ethical issues.

Fortunately, there is awidely used framework forworking through
these ethical issues. While AV testing is different in some ways from
the biomedical research (e.g. vaccines and medical devices) at the
heart of human-participant research regulation, the same basic
moral framework and ethical principles are applicable to assess-
ing any research with the potential to harm participants. It was
first outlined in the Belmont Report[53] and later codified in the
Common Rule in 1991. Twenty U.S. agencies and departments cur-
rently require Common Rule protections for research participants
in research they conduct or fund, including the Consumer Product
Safety Commission and Department of Transportation.

The Belmont Report presents three basic principles: Respect for
Persons, Beneficence, and Justice. Each has implications for AV
testing.

Respect for Persons, which implements a deontological princi-
ple of treating people as ends rather than merely as means, usually
requires that “ individuals should be treated as autonomous agents”
and thus that they “enter into the research voluntarily and with
adequate information,” i.e. by giving genuinely informed consent to
participate, a requirement spelled out in more detail in the Common
Rule at 45 CFR § 46.116. This principle is more straightforward to
uphold in clinical trials, online surveys, and other settings where
participants can be given detailed information on the research
project up front and can then decide whether or not they wish
to accept the disclosed risks and take part. But while AV testing
riders can give informed consent before they step into an AV, it
is not feasible to obtain similar individual informed consent from
every member of the public an AV might encounter (and potentially
injure) when it is being tested on public streets.

This difficulty, however, is not unique to AV testing. Other re-
search areas have confronted similar problems in the past, however,
and they have developed systems for obtaining appropriate substi-
tuted consent [30, 81]. For example, emergency medical services
often provide treatment to individuals in pre-hospital emergency
settings who are unconscious, delirious, or otherwise incapable of
giving actual consent. It is thus not possible to obtain informed
consent for many EMS research protocols, such as the use of new de-
vices and medical techniques that may pose new risks. The federal
Informed Consent Requirements in Emergency Research waiver
takes the position that neither forbidding emergency research nor
assuming blanket consent is appropriate [52]. Instead, research pro-
tocols are evaluated on a case by case basis, where an institutional
review board (IRB) approves the research subject to safeguards
like “consultation ... with representatives of the communities in
which the research will be conducted and from which the subjects
1Because most AV testing is not federally funded, the Common Rule does not directly
apply to it. We draw on it as a source of widely accepted ethical norms, not as a source
of law.

will be drawn” and “public disclosure of sufficient information fol-
lowing completion of the research to apprise the community and
researchers of the study ... and its results.” (Similar language is cod-
ified in the FDA’s informed-consent rules for clinical investigations
at 21 C.F.R. § 50.24.) For AV testing, approval by public authorities
satisfies many of the community-wide process values required by
the Emergency Research waiver. Data sharing with those bodies
is an important part in their being able to perform this ethically
legitimating function. To give properly informed consent (albeit
at the community rather than the individual level), they must be
properly informed.

Beneficence, which implements a utilitarian principle of mini-
mizing harm and maximizing benefits, requires researchers to carry
out research in ways that minimize risk and to pursue only projects
whose benefits from increased knowledge outweigh the harms of
the research itself. Disclosure plays important roles in both. Be-
cause numerous companies are engaged in AV testing, information
on the risks of such testing is important for minimizing the harms
caused by simultaneous and redundant research. Dangerous road
situations are dangerous regardless of which particular AV encoun-
ters them: to withhold such information from others conducting
AV research makes their research more dangerous than necessary.

There is a useful analogy to the Food and Drug Administration’s
various adverse-effect reporting requirements. For example, the
FDA requires medical device manufacturers and facilities such as
hospitals to submit information on deaths, injuries, or serious mal-
functions, both before and after approval. Both the database of
reports and individual reports themselves are made publicly avail-
able. [51] This regulatory data is thus available both to regulators
and to competitors; the process is designed to improve the general
level of knowledge about device safety. Accelerating (so to speak)
the development of safer AV technology by companies in general
is a way of realizing the principle of beneficence.

Finally, justice implements principles of distributive justice,
which require that the benefits and burdens of research be dis-
tributed fairly. Here, AV testing imposes the burden of risk on those
members of the public who are in proximity to the AVs being tested,
while the primary benefits of increased knowledge are realized by
the companies carrying out the testing. This mismatch between
public risk and private benefit is in tension with the principle of
justice.

In the scientific domain, publication of research results is a com-
mon way of resolving this tension: sharing the knowledge gained
from research with the public at large reduces the concern that
research participants are being exploited for private gain. With
AV testing, the long term potential benefit to the general public is
huge; the widespread deployment of commercial AVs promises to
make roads safer. In the interim, the public bears only risk while the
technology is still being developed. Data sharing is a way of moving
safety benefits forward, so that they more closely compensate the
people who bore the risk to make the benefits possible.

4 What Data is Available to Share?
AVs and especially AV test vehicles process and record a large
variety of data that are used to control the vehicle. In this section,
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we will give an overview of what kind of data is collected and can
be synthesized by AVs during test deployments.

4.1 Sensory data
Sensor data is the low-level information coming directly from sen-
sors attached to the AV. The most common sensors are.
GPS Autonomous cars use information from global position satel-
lites to locate their latitude and longitude to about ≤ 4.8𝑚 accuracy
[68].
RADAR Some AV manufacturers use RADAR technology to de-
tect objects and obstacles on the roadway around the vehicle [45].
RADAR can be used to detect objects multiple car lengths ahead by
using their reflections around physical occlusions [82].
LIDAR LIDAR is similar to RADAR in that it is used to capture
objects and obstacles on and around the roadway [60]. The use
of laser-based technology enables greater resolution but can also
suffer different shortcomings compared to RADAR technology.
Cameras RGB cameras sense information in the visual space using
inexpensive CMOS technology, similar to what can be found in
computers and cellphones [58]. Infrared cameras can also “see” in
the dark by reflecting light in the non-visible spectrum [56]. Often,
multiple cameras are used in stereo to enable modeling of depth
[22].
Map Data The map is the reference against which all other sensor
data is matched. Map data is mostly made of pre-existing data and
not recorded on the fly. However, although we think of roadways
as fixed, they are incredibly dynamic and need to be constantly
re-mapped and updated [85]. Automated vehicles driving along the
road capture and tag geolocated information about temporary or
permanent road closures, changes in road conditions, typical traffic
on a roadway, or changes in the stores or facilities [32].
IMU Inertial Measurement Units only provide relative updates
on changes in velocity. However, they do so at a very high rate
(>=10KHz), and can therefore be used to interpolate between abso-
lute measures. Many sensors like these are often distributed across
the vehicle.

While the sensor streams listed here are the most commonly
used, autonomous vehicle are also often used as platforms for novel
experimental sensors like millimeter wave distance sensors [64] or
AI-enhanced microphones [47].

4.2 Modeled Data
Some information collected by vehicles is not merely sensed, but
inferred. That is to say, some level of processing or integration of
data is used to produce the information. Data from the same sensor
might be modelled very differently by different companies, who
often develop their own proprietary algorithms and datasets.
Object detection Objects, like people, bicycles, other cars, trees,
or curbs, need to be “recognized.” Raw data from a source like
RADAR, LIDAR or cameras need to be interpreted to distinguish
that there is an object, and what that object is. Aliasing, where
one object can seem like another object, or false-positive detec-
tion, where an object is perceived where there is none, occurs with
frequency with each sensing technology, so multiple sensing tech-
nologies are often used to increase a system’s confidence that it

has recognized and correctly identified an object. Ultimately, the
systems stores the location, size and relevant characteristics of each
object detected. [49]
Sign detection As a special sub-class of object detection, AVs also
need to spot and interpret signs along the roadway. These include
static signs, like stop signs or road signs, but also dynamic signs,
like stop lights, as well as temporary signs, like road construction
signs. Interpretation of these signs can be simple when weather
conditions are good, and the AV has a head-on view. Bad weather,
various occlusions and different viewing angles can make detection
of signs more difficult [25, 33].
Trajectories For all relevant vehicles and other traffic agents, AVs
not only note the location but the trajectory of the vehicle. It is
important to distinguish whether vehicles or other road users are
moving fast or slow, if they aremoving in a direct or erratic function,
and whether there are other obstacles or agents that are likely to
affect that agent’s impending movements.
Road condition Data from the autonomous vehicle sensors can
be used to map the topology, road markings, and additional features
that are placed on the road that help guide traffic. Some character-
istics of the roadway may be as designed, but other features, such
as potholes or curb deterioration, might be emergent.
Environmental conditions Inferences about external conditions,
for instance, about weather (raining, hailing), roadway situations
(roadside accident, double-parked delivery trucks), human events
(parades, protests) can be difficult for AVs to infer now, but represent
the complex scene understanding capability that trully autonomous
vehicles will need to operate independently.

4.3 Logged Data
Logged data is distinct from sensed data in that it records events or
actions of and around the AV. The car might log that it braked, for
example. Sometimes the data is automatically logged, other times
the safety driver inside the vehicle log data manually.

Engagements/Disengagements AVs keep track of when the ve-
hicle is being operated by the autonomous system and when
they is being operated by the human safety driver, and, specifi-
cally, when the human safety driver takes over control of vehicle
operation outside of plan. This distinction can be important to
determining the cause of faults in the case of accidents. It can
also be useful for understanding how often safety drivers have to
intervene in the vehicle operation, either because the road con-
ditions or contexts have changed so that the vehicle is no longer
in its operational design domain, or because the vehicle is not
responding to the existing conditions in a way that the safety
driver feels confident about.

Failures Safety drivers also need to log failures of automation
even when there are not immediate consequences to the driving
performance; when vehicles lose sight of or mis-estimates its
current location, for example, or when the car “sees” objects that
the human safety driver can see are not there. Failures can occur
in sensing, but also in action; sometimes the car fails to go when
a light turns green, or drives at the wrong speed for the current
context. Safety drivers are usually asked to log these instances
even if they do not have to intervene to take control of the system



Mutual Benefit

because they can be indications of bugs or more consequential
failures in sensing, modelling or planned action.

Ego Vehicle Data AVs log information about their state, such as
heading, speed, fuel rate, engine speed, oil temperature, steering
angle, or brake state.

Miles driven Information about failures or disengagements are
not particularly meaningful unless they are mapped to a rate
of failure or intervention. Hence, the number of miles driven in
automation is important information.

4.4 Aggregate data
For each type of data, aggregates of that data could be shared.
For instance, while images may be captured of every pedestrian
on the street encountered by an AV, the shared data could be the
count of pedestrians encountered on a given street at the time the
vehicle passed. Aggregation like this can helpmask trade secrets and
personally identifying information, while still providing important
information.

5 How is AV Data currently being shared?
To explore how data can be collected and shared, we compare how
data is shared in two international and two U.S. domestic AV de-
ployments. These were selected from the limited set of cases where
public explanation of data sharing has been made available, and
were deliberately selected to provide concrete examples of current-
day data sharing that illustrate the range of detail, timeliness, and
accessibility that occur when governments and companies are left
to negotiate data sharing for AVs without policy guidance.

5.1 Singapore
In Singapore, test vehicles were first trialed on lightly used roads
that were highly instrumented. Once vehicles were permitted, AV
testing was limited to a specific geo-fenced area. More importantly,
all AVs being tested in the Singapore had to be outfitted with a
data recorder capable of storing information in the digital format
approved by Singapore’s Ministry of Transport. [19, 76] This “data
storage system for automated driving” (DSSAD) references Organi-
sation Internationale des Constructeurs d’Automobiles’ working
standard for DSSAD [39], which specifies that the device records
and stores a set of data (“timestamped flags”) during the automated
driving sequences of any level 3-5 AV. The data needs to notate
if the driver or the system was requested to be in control of the
driving task, and who was actually performing the driving task
whenever a significant safety-related event occurs.

The provision of a standard DSSAD can allow the Ministry of
Transport to ensure that the data collected by each AV is in a usable
format, and can help prevent concerns that the AV company is
hiding or obscuring relevant data. In addition, the requirement
that any AVs limit their testing to areas which the government
has instrumented also increases the chance that the government
would be able to independently verify information collected from
the DSSADs, to know if information is missing or tampered with.

5.2 Sweden
In contrast, in Sweden, the Swedish Transport Agency requires
companies applying for a permit to describe their own requirements
for control, communication, reporting and evaluation. The agency
issues two permits, one for trial operation, and another for the
vehicle operation. Companies running trials need to demonstrate
that their vehicles meet an acceptable level of safety, but the criteria
for the sufficient safety are specified by the applicants themselves.
Applicants are obliged to report any incidents, but are given a year
to make the report, and of course the report is with the data that
the company decide are relevant to share. There is a mandate for
a safety driver, but the driver can be in or outside of the vehicle.
[15, 72] This has made it possible to test driverless trucks on public
highways [35], and self-driving Volvos on the streets of Gothenburg
[48].

5.3 California
California requires AV companies to submit annual reports of all
the instances where AVs being tested on public roads experience
“collisions” and “disengagement.” The California DMV defines a
disengagement as “a deactivation of the autonomous mode when a
failure of the autonomous technology is detected or when the safe
operation of the vehicle requires that the autonomous vehicle test
driver disengage the autonomous mode and take immediate manual
control of the vehicle.” [42] The intent of the law is clearly to make
it possible for the government and citizens to be able to monitor
the safety of the testing programs, but does not clearly define key
terms, such as the time frame for the “immediate” manual control
and “safe operation.”

5.4 Massachusetts
The Commonwealth of Massachusetts permits the testing and de-
ployment of highly automated driving technologies [21] on state
highways or other public or publicly accessible state roadways with
the approval of the Massachusetts Department of Transportation
(MassDOT). MassDOT’s application requires information describ-
ing the entity’s track record of testing, both on-road and off-road,
and including any crash-related information; the results of any
relevant safety assessment; information regarding any vehicles to
be tested on the public ways; and, significantly “the sharing of
non-proprietary information generated during testing with the AV
Working Group.” Submitted reports have provided some good infor-
mation [25]), especially in the “takeovers” and “learning” sections,
where they list specific conditions like fog or where oncoming ve-
hicles or bicycles violated lane boundaries, where their AVs were
facing challenges.

5.5 Reflections
These above examples, though not comprehensive, illustrate the
range in substance, detail and format, of the reportingmunicipalities
and governments require of AV companies.

In the case of Singapore, the government requires that AV compa-
nies use data recording equipment that captures information in the
exact format that they specify, allowing them to dictate which datas-
treams are collected, at what rate, and how the data is reported. In
contrast, Sweden leaves it up to the AV company to determine what



David Goedicke, Natalie Chyi, Alexandra Bremers, Stacey Li, James Grimmelmann, and Wendy Ju

information is relevant to report, and makes hardly any demands
for reporting.

The Swedish requirements are that safety situations need to
be reported after the fact, but permits a lot of time—one year—
between event and reporting. California’s requirement to report
both collisions but also disengagements give the government more
insight into factors that might turn into accidents with a larger and
more widespread deployment. Still, definitions of key terms are left
open to interpretation.

The format of the reports is also important. California’s accident
reports rely primarily on a narrative description of the facts around
the disengagement, and there is no standard for the quality of these
descriptions. These are publicly available, and the AV companymust
include information onweather, lighting, roadway surface, roadway
conditions, movement preceding collision, type of collision, and
any other associated factors. Many of Waymo’s descriptions read
“unwanted movement of the vehicle that was undesirable under the
circumstances”–this is vague to the point of being useless to further
analysis. The Massachusetts crash reports are similarly qualitative,
narrative, and very unspecific. The descriptions of “takeovers” are
broad–“in certain situations in which construction vehicles were
obstructing our lane of travel.” Submitted disengagement and crash
reports also do not include key contextual parameters needed to
interpret the safety or reliability of the technologies under test–how
many miles the companies are covering, how big the fleets are, the
number of disengagements that occurred over a period of time, and
where the disengagement and take overs occurred.

The spareness of these disengagement and crash reports is extra-
ordinary mostly because autonomous driving is enabled primarily
through the collection of vast amounts of high-resolution data,
none of which the state requires be shared. A detailed description
of the facts and circumstances that caused the disengagement is
the most important factor in making insightful recommendations
and group learning; the vagueness of the submitted crash reports
makes clear that AV companies will not be forthcoming with any
data that is not specifically required of them.

An additional note: the data from both California and Mas-
sachusetts is at least highly accessible; reports from both states
is available on the state government websites. The degree of avail-
ability of the data, however, may motivate some of the obfuscation
we note in the filings. The sharing of the “non-proprietary infor-
mation generated during testing” required by Massachusetts, in
contrast, is only required to be shared with the state’s Autonomous
Vehicle Working Group. It is possible that larger but still limited
pool of disclosure would make it possible to increase transparency
and accountability in the operation of autonomous vehicles while
limiting concerns about the disclosure of sensitive proprietary de-
tails of a company’s AV deployment.

The fact that the reports are submitted in written, paragraph
form is another issue, as all the reports submitted by AV companies
can look completely different [75]. Such data is not standard, nor
is it machine readable, making it difficult and time consuming for
researchers to find the relevant information.

6 How should AV data be shared?
Based on the public benefit rationale for data sharing that we estab-
lished in section 3, we propose a standard of proportional informa-
tion disclosure, wherein the kind and amount of data that should be
shared should lie in proportion to the utility of that data for public
benefit.

6.1 Proportional information disclosure
We propose that different degrees of data collected by autonomous
vehicles should be shared based on situational factors:
Nominal operation In nominal operation, we expect autonomous
vehicles to be good road citizens, and enough data should be pro-
vided to understand how the vehicle is interacting with other
vehicles and road users. Also, feedback to the municipality about
conditions or on-road and near-road events should be reported.
The provided data should produce similar value as cameras mon-
itoring a given AV test track. Hence, it should give insight into
the safety of the testing operation and provide basic contextual
information about the environment.

Disengagement event Disengagement events indicate situations
where safety drivers either anticipated or noticed the autonomous
vehicle would not be able to handle the event. The details sur-
rounding a disengagement event should give a detailed picture
about the circumstances such that it can be reconstructed by other
testing companies to verify their own software against this failure
case.

Collision Since collisions must be well understood in order to
prevented, the maximal amount of data should be required around
any collision event. The main goal of collision reports even for
normal drivers is to get at the cause of the incident. AV collision
reports should use this ideal and fully exploit the available data
stored on the system to enable reconstruction of the incident,
context and causal factors.
With this proposal, there is some amount of data being collected

by autonomous cars under normal conditions which are still ac-
corded to the benefit of general public. For example, pedestrian
counts are valuable to the commerce department of a city. Uneven
street conditions are important for the transportation department
in planning infrastructure repair.

Some data that is being shared relates to safety. It is important
not only that AV companies transparently report their own issues
with regard to safety, but also share enough information that each
additional AV company does not need to recreate unsafe conditions
in the public roadway to also learn from and avoid those situations.
This admittedly trades away some competitive advantage from
companies that perform tests, but for the purpose of minimizing
risk to the general public.

6.2 Data Standards and Formats
The data format for sharing these data streams should be open and
standardized so that it can be written and read without the use of
proprietary software.

Recent efforts to standardize measurements in autonomous ve-
hicle simulation might well provide a model for real-world au-
tonomous vehicle data sharing. The Association for Standardization
of Automation and Measuring Systems (ASAM) is carrying forward
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the development of openSCENARIO [17], which is intended to pro-
vide a format that specifies simulated events and scenarios in a
format that is portable from one simulation platform to another.

Additionally, ISO has a working group that is specifically con-
cerned with developing “Test scenarios of automated driving sys-
tems” [66] as part of the standard on “Vehicle dynamics and chassis
components.”

Data types and formats as developed by the ASAM and ISO
working groups should form the basis for the required data-sharing
system. The coding of on-road activities of actual autonomous cars
using these test scenarioswould go a longway toward standardizing
reporting of various events and making it easier to recognize the
prevalence or absence of various issues in different locales or with
different autonomous vehicle deployments. The unification in the
specification and coding of simulation and test scenarios to on-road
incidents would increase compatibility with existing tool chains,
which in turn would lower the barrier to publish disengagements
and ease in the testing of scenarios published by other companies.

6.3 Timely publication of data
All generated data should be submitted within a fixed window
of time after an event. For this time window, we again suggest
to follow a proportional approach based on the importance and
severity of the information to be reported.

Nominal operation Data that is regularly generated should also
be shared in such a timely, near to real-time manner. This is
mostly because findings generated from this information (e.g.
traffic congestion around a construction-site) are time critical.

Disengagement events and Collisions Any particular incident
needs to be shared quickly so that all involved can learn from a
critical situation and avoid it in the future. And so, depending on
the complexity of the incident, data sharing should be available
one to twoweeks after the accident. This ensures that other testing
companies can avoid the same mistake or that the local traffic
safety can resolve potentially hazardous traffic environments.

6.4 Third-party data sharing management
The question of what entity should perform the data sharing is
also important. Currently, data is often shared by the autonomous
vehicle company or the regulatory agency where the field deploy-
ments occur. This can make it difficult to get a broader picture for
what issues are with autonomous vehicle deployments across the
country or the world.

In their 2016 report, the NHTSA recommended following the
Federal Aviation Administration’s model of using pre-market ap-
proval processes to regulate the safety of autopilot software and
unmanned systems of aviation vehicles. The Aviation Safety Infor-
mation Analysis and Sharing (ASIAS) entrusts the not-for-profit
MITRE company to collect and share data about aviation safety
issues and violations with any requestees. [18] This use of a third-
party can for logistical reasons–the company can help make sure
data is compliant and submitted regularly–but it can also help to
make sure that the proportional disclosure of the data does not take
place in a self-interested way, and help to prevent uses of the data
for unintended purposes.

This use of a third-party mechanism to facilitate anonymous data
sharing helps to make sure data is shared in ways that do not violate
antitrust and competition, but still restrict access to parties with an
appropriate interest in the data. Because some parties should have
access to all the data–for example for safety reasons–but all parties
should have access to some of the data, some entity needs to make
determinations about which parties have which access to the data.

The EU recently passed legislation which mandated that all ve-
hicles be equipped with event data recorders (EDRs) to capture the
status of a vehicle and its systems with the purpose of better un-
derstanding car accidents. [37] Böhm et al. suggested mechanisms
for third-parties to manage and host the data, and share it with
relevant parties. Böhm et al. They suggest that the third party data
management company have the following responsibilities:

• reconstructing virtual scenarios of the accident
• anonymizing the scenario
• sharing the anonymized data through an accident database

6.5 Regulatory oversight
The aggregation of AV data also makes regulatory oversight and
specifications possible. For this reason, all the collected data, be it
daily updates or crash data, should be combined into one database of
traffic scenarios which should be reviewed regularly by regulatory
agencies at all levels of government.

A database of AV driving data should be used as a resource to
certify new AV technologies as well as help the general public
understand the limitations of this technology.

7 Legal issues with AV data sharing
Because deployments of autonomous vehicles require a lot of in-
vestment, AV companies are likely to challenge data sharing re-
quirements as they have challenged other regulations that require
them to disclose information to the government. In this section, we
consider the legal issues with AV data sharing within the US, which
has substantial precedent of preserving corporate interests, and
EU, which has substantial legislation regulating the data collected
about private persons.

7.1 United States
7.1.1 Privacy. AV passengers have legitimate and important pri-
vacy interests. The locations to and from which they travel, for ex-
ample, can be highly sensitive: for example, to a domestic violence
shelter. In 2019, Uber filed a lawsuit and temporary restraining order
against the L.A. Department of Transportation over their mobility
data specification (MDS), which required the collection and sharing
of trip data from dockless scooters and bikes. The complaints were
brought on the basis of user privacy. [23] In an analogous case,
Airbnb successfully argued that a New York City ordinance requir-
ing it to disclose “voluminous data” about hosts to the City violated
the Fourth Amendment’s prohibition on unreasonable searches and
seizures.[11]

Fortunately, data sharing requirements on AV safety incidents
can be crafted narrowly enough to avoid raising privacy issues.
Because of the focus on failures and near misses, there is no need
to disclose trip-level information about starting points and destina-
tions or identifiable information about particular passengers. This
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minimizes or eliminates the private information collected. At the
same time, the focus on failures and near misses means that these
are situations in which the disclosed data is particularly impor-
tant to public safety. Just as the US’ National Transportation and
Safety Board investigates aviation and surface accidents, and drug
and medical device manufacturers are required to report adverse
events to the US Food and Drug Administration, data collection on
incidents involving danger to human life is reasonable even if it is
regarded as a search.

7.1.2 Trade Secrets. AV companies have trade secret rights under
state and federal law over the data their vehicles generate. This
data has economic value which derives in part from the fact that
it is not generally known by competing companies. Trade secret
law generally prohibits the acquisition of a trade secret through
“improper means” or the knowing use of a trade secret that was
obtained through improper means. [4] These rights, however, will
not stand in the way of data-sharing requirements.

First, AV companies will not be able to sue under trade secret law
itself. The federal Defend Trade Secrets Act (DTSA) does not apply
to “any otherwise lawful activity conducted by a governmental en-
tity of the United States, a State, or a political subdivision of a State.”
[9] In Fast Enterprises v. Pollack, a federal court held that the DTSA
could not be used to prevent the public release under Massachusetts
public record law of confidential documents submitted in response
to an RFP. [10] Even if they could sue, required disclosures as part
of a regulatory scheme are not improper means of acquiring a trade
secret; instead, they are a “lawful means of acquisition.” [9]

7.1.3 Takings. The more difficult argument against data-sharing
requirements is that they might constitute a taking of private prop-
erty. The Takings Clause of the Fifth Amendment to the United
States Constitution states, “nor shall private property be taken
for public use, without just compensation.” The Takings Clause
does not forbid government takings; it just requires that the owner
be compensated. Importantly, it does not just apply to explicit
eminent-domain takings, as when the government takes private
land to build a highway. Instead, it also applies to regulatory takings,
in which “government regulation of private property may, in some
instances, be so onerous that its effect is tantamount to a direct
appropriation.”[8]

The threshold question is whether data is legally considered
property, and consequently whether the Takings Clause extends
to data at all. The Supreme Court has answered this question in
the affirmative. Ruckelshaus v. Monsanto Co. held that because con-
fidential information shares “many of the characteristics of more
traditional forms of property,” it is subject to the Takings Clause as
long as it satisfies the legal definition of a protectable trade secret.
[3]

The substantive question, therefore, is whether data-sharing
requirements constitute a regulatory taking of AV companies’ prop-
erty rights in their confidential information.

In our analysis, data-sharing requirements must be tested against
the three-part “PennCentral” test announced in Penn Central Transp.
Co. v. New York City.[2]. This test requires consideration of three
factors: the regulation’s economic impact on the claimant, the reg-
ulation’s interference with their investment-backed expectations,
and the character of the governmental action.[46]

Under the first factor, the greater the economic impact of the
government action, the more likely it will be considered a “tak-
ing.” In this context, AV companies have clearly invested large
sums of money into perfecting their systems and collecting the
data necessary to do so. Having to disclose crash, disengagement,
and near-miss scenario data to their competitors could lower the
competitive edge they hoped to gain through their investment and
possibly lead to economic consequences. However, the data we
are asking AV companies to disclose is peripheral – it contains no
details about the content or details of their algorithms. We have
also recommended that the data of all companies be aggregated and
anonymized, lowering the possibility or magnitude of economic
impact even more. Additionally, property under this first prong is
viewed as a whole. AV companies are clearly still able to use the
disclosed data to improve their own systems even if it is no longer
secret, which therefore means it still holds value for the company.
This factor seems to favour the government.

The second factor involves looking at whether the governmental
action was reasonably foreseeable when the claimant purchased
their property. In Appolo Fuels, Inc. v. United States, the Federal
Circuit listed three factors that bear on foreseeability: whether the
claimant was operating in a “highly regulated industry”, whether
the claimant was aware of the problem the regulation tries to solve
when they purchased the property, and whether they could have
“reasonably anticipated” such a regulation in the context of the
“regulatory environment” when they made their purchase.[7] Take
these one by one. First, the AV space (and the automobile industry
more generally) is heavily, indeed pervasively, regulated. It is illegal
to operate a vehicle on public roads unless it meets a lengthy list of
engineering standards and unless its operator is property licensed.
Second, AV companies are clearly aware of the safety problems
associated with testing their vehicles on public roads, as well as the
importance of having robust training data to minimise accidents.
Finally, the NHTSA has been requiring crash reports on incidents
of all severity since 19882, California implemented a mandatory
disengagement disclosure requirement in 2014, and the DOT and
NHTSA published their voluntary data sharing guidelines in 2016.

AV companies have not strictly speaking “made their purchase”
because there was no purchase – the data is generated and recorded
on an ongoing basis by the AV companies rather than purchased
from another party. But however the timing is defined, the safety
risks of AVs were readily apparent then, and AV companies were
clearly aware that extensive and heavily regulated safety testing
would be required. While AV companies may try to argue that
they could not have anticipated data-sharing requirements when
they first entered the AV space and started R&D or manufactur-
ing vehicles or trialling AVs, it is important to remember that the
relevant property here is the data generated by AVs during test-
ing. While backward-looking data-sharing requirements on past
incidents might put this final subfactor in play, a forward-looking
data-sharing requirement on future incidents does not even im-
plicate it, because the relevant “purchase” is the generation of the
data in a regulatory environment requiring disclosure. Even as to
backwards-looking requirements, there is a relevant regulatory
history: automotive crash reports. To be sure, these are both less

2https://cdan.nhtsa.gov/tsftables/tsfar.htm
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detailed and occur less frequently than what we are proposing. But
there is also a strong analogy to FAA standards for aircraft, which
involve highly comprehensive reporting requirements in a directly
adjacent industry. This factor also favors the government.

The third factor considers four aspects of the governmental
action – whether it involves a physical occupation of private prop-
erty, whether it impairs the right to devise private property to heirs,
whether it targets specific parties or has a more general application,
and whether it is benefit-conferring or harm-preventing.[46] There
is obviously no physical occupation here and AV companies remain
free to transact freely in the data. The regulation has a general
application to all companies that conduct AV testing and is not
intended to restrict any specific company, and the regulation is
harm-preventing as it is designed to protect the public as a whole
from preventable AV accidents. Based on this analysis, the third
factor also favors the government.

In conclusion, all three of the Penn Central factors favor the gov-
ernment. Data-sharing requirements, as we propose them, would
not constitute a taking under the Fifth Amendment, and no com-
pensation would be due to AV companies. In a 2016 decision, the
California Public Utilities Commission applied the Penn Central
factors to conclude that a trip-level data reporting requirement for
an AV operator was not an unconstitutional taking. [36]

7.1.4 Unconstitutional Conditions. One final argument AV com-
panies might raise is that requiring disclosure of testing data as a
condition of testing approval would be an unconstitutional condi-
tion. In Phillip Morris v. Reilly, for example, the court held that a
Massachusetts law requiring cigarette manufacturers to disclose
ingredient lists was an unconstitutional condition on their right
to sell cigarettes. [6] The usual test on such conditions is that it is
unconstitutional “to require a person to give up a constitutional
right ... in exchange for discretionary benefit conferred by the gov-
ernment where the benefit sought has little or no relationship to
the property.” [5]

The contrast between Monsanto and Phillip Morris here is in-
structive. Monsanto involved a “complex regulatory scheme” that
otherwise forbade the sale of potentially dangerous pesticides and
required disclosure specifically about the components that might
make them dangerous. On the other hand, in Phillip Morris Mas-
sachusetts otherwise generally allowed the sale of cigarettes, and
required disclosure quite broadly, whenever that disclosure “could
reduce risks to public health.” The AV testing data disclosure re-
quirements we propose here are directly connected to the hazards
created by AV testing itself, which is a tightly regulated process
that is not otherwise legal. It involves a clear government benefit in
exchange for the disclosure, and the disclosure requirement has a
tight nexus to the benefit being granted. We therefore believe that
such requirements are not unconstitutional conditions, either.

7.2 European Union
7.2.1 Privacy. TheGeneral Data Protection Regulation (GDPR)[78],
drafted and passed in the European Union (EU), went into effect
in 2018. The aim of the regulation is to protect individuals in the
EU regarding the collecting and processing of their personal data.
The origins of privacy legislation in the EU date back to the 1950

European Convention on Human Rights[74]. Article 8, ’right to
respect for private and family life’, states that:

1. Everyone has the right to respect for his private
and family life, his home and his correspondence.
2. There shall be no interference by a public au-
thority with the exercise of this right except such
as is in accordance with the law and is necessary
in a democratic society in the interests of national
security, public safety or the economic well-being
of the country, for the prevention of disorder or
crime, for the protection of health or morals, or for
the protection of the rights and freedoms of others.

With the European Convention on Human Rights as the basis for
legislation, technological advances called for updated policies. The
European Data Protection Directive [77] was passed in 1995, which
stated fundamental data privacy and security guidelines, upon
which EU member states based their legislation. The GDPR can be
seen as the most recent addition of strict data protection regulations
in response of increased data collection through technologies and
services.

7.2.2 Fundamental principles of GDPR. GDPR applies to personal
data, that is, data relating to an individual (i.e. the data subject)
who can be directly or indirectly identified from the data. Actions
performed on data, such as collecting, structuring, organizing, using,
storing and erasing, are captured under the term data processing.
Next to the data subject, other key parties are the data controller
(i.e. who decides the reason for and method of data processing) and
the potential data processor (i.e. a third party who is processing the
data on behalf of a data controller).

The data controller is responsible for the fact that data processing
happens in according to seven principles (see Art. 5): (1) Lawful-
ness, fairness and transparency; (2) Purpose limitation; (3) Data
minimization; (4) Accuracy; (5) Storage limitation; (6) Integrity and
confidentiality; (7) Accountability. Data controllers are required to
prove that they are complying with GDPR, which involves meeting
a set of requirements. GDPR further requires data controllers to
follow data protection by design and default (Art. 25), to ensure
that technical and organisational measures are implemented for
adhering to GDPR principles and minimization of data collection
to the purpose of collection.

In order to collect data lawfully, at least one of the following
conditions must be true (Art. 6): (1) The data subject provided un-
ambiguous consent; (2) Processing is necessary for the performance
of a contract to which the data subject is party in; (3) Processing
is necessary for compliance with a legal obligation (that the data
controller has); (4) Processing is necessary to protect the life of the
data subject or another natural person; (5) Processing is necessary
to carry out a task in the public interest; (6) The data processor has
a legitimate interest in processing the data subject’s data.

The rights of the data subject are described in Chapter 3 (Art.
12-23), which are: (1) right to be informed, (2) right of access, (3)
right to rectification, (4) right to erasure, (5) right to restriction of
processing, (6) right to data portability (including the right to re-
ceive personal data concerning them in a machine readable format,
and to distribute this to another party without hindrance from the
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previous data controller, Art. 20), (7) right to object and (8) rights
related to automated decision making and profiling.

7.2.3 AVData and Public Interest. The previous summary on GDPR
principles gives an impression of what is considered fair in the spirit
of GDPR. As GDPR regulations are currently limited to data subjects
that reside in the EU, they do not apply to all cases of on-road AV
testing, especially when testing takes place in other regions of the
world. However, we believe that these principles point to a concept
of fairness that should be striven for when it comes to the costs and
benefits of data processing from the perspective of the data subject.

When AVs collect data on public roads, the data will contain in-
formation about individuals, who, in most cases, have not explicitly
given consent to be test subjects. The balance of costs and benefits
is thus already shifted, and there will be additional cost to data
subjects in the sense that they are exposed to potentially dangerous
situations that relate to AV testing. Due to the nature of AV testing,
most data will have been collected in public spaces, where gener-
ally speaking, there are no strict regulations on data collection -
a tourist, for instance, can take video recordings of a public road,
without it being a privacy issue. However, technological advances
in data analysis (such as in computer vision), are increasingly com-
promising the anonymity of individuals, as small details regarding
their gait and physique, in combination with the location and time
of data collection, can be analyzed to give away a lot of information
regarding their identity. AV testing involves systematic collection
of large amounts of data, where it cannot be ensured that the data
processing will eventually benefit the data subject (for instance, if
they have no intention of purchasing a self-driving car).

There needs to be a clear benefit of the data collection to the data
subject, which is separate from the purpose of the AV testing entity.
In the spirit of GDPR, a data subject has the right to obtain the data
collected about them, and provide this to another data processor. As
AV data may feature countless individuals which are only indirectly
identifiable, it may not be feasible to track down the identities of all
data subjects and provide the data to them. However, in a democracy,
(local) governments act as representatives and advocates for their
residents. We thus argue that (local) governments, should the public
wish for it, should have the right to access AV testing data collected
in their area of legislation from other data controllers, provided
that this data is used to the benefit of the public.

8 Discussion
The contribution of this paper is an argument for the sharing of
data collected about the public by privately owned autonomous
vehicle companies. This type of data collection goes hand-in-hand
with the development and testing of a new technology in public
space, and with risk to the public. Because the sharing of this data
helps to make the risks and benefits of the technology transparent
to the public, and because data sharing reduces redundant testing
by competing autonomous vehicle companies, we argue that data
should be shared in proportion to the utility of the data to the
public, that the data standards and formats be unified so as to make
it easier to analyze, that the data be released in a timely fashion,
and that a third party—analogous to ASIAS–be used to collect and
disseminate the data.

Research on AVs has been prominent in CHI because it raises key
issues at the intersection of human factors and technology [20, 65].
However, the HCI community should also be advocating for this
type of data sharing for research reasons. In this section, we specifi-
cally highlight the benefits of data sharing for researchers, benefits
of data sharing for the larger community, and future directions for
action.

8.1 Benefit for researchers
Data from AV deployments would benefit researchers by forecast-
ing impacts of technology, identifying innovation needs, helping
to ground research to real-world scenarios and situations, and in-
creasing trust with local communities.

Forecasting impact, Increasing innovation Increasingly, pri-
vate companies like Meta have started voluntarily sharing data to
the academic research community to help social media researchers
understand their company’s impact on society 3. This approach to
data sharing is offered post-facto; as researchers, we only have an
opportunity to uncover the consequences of large scale decisions
that private companies are effecting on our lives. Advocating for
the sharing of data from test deployments, as we are proposing for
AVs, allows researchers to analyze and influence the impact that
AVs will have on society at a more opportune juncture.

Sharing logged data from AVs (see Section 4.3) about problem
areas would help to highlight opportunities for new research. Cur-
rently, issues encountered by AV companies are known primarily
to those companies; the data reports provided about safety inci-
dents are not detailed enough to infer causation. The disparity in
knowledge between researchers in the AV companies and outside
make identifying blind spots and finding new and varied avenues
of discovery difficult. However, when critical data is shared from
AV research (i.e. the details of how an AV car crash occurred), the
AV research community is aware of the conditions that created this
accident and can take action to avoid inadvertently recreating these
conditions.

Grounding research to real-world dataModelled data (see
Section 4.2) from AV deployments can be beneficial to HCI research
because it can help researchers to recreate scenarios and contexts
for research based on real-world situations. Currently university
researchers often use simulated scenarios to develop their driving
algorithms (e.g., CARLA Simulator [44]) because more realistic
data is expensive or unavailable. The provision of geo-spatial and
sensory data (see Section 4.1 about objects, road features, or envi-
ronmental conditions might also be helpful for urban HCI research
[16, 50].

Increased trust with local communitiesMistrust of technolo-
gies being foisted on communities has the potential to contaminate
other community-based technology research; conversely, the shar-
ing of data with the public has the potential to foster trust between
researchers and the communities that they conduct research in. An
understanding of AV technology is correlated with with favorable
perceptions of the technology [79]. Shared data will help to pro-
vide an explanation for the introduction of retrofitted cars in these
communities and inform the community what kind of data is being
collected.

3https://fort.fb.com/researcher-platform

https://fort.fb.com/researcher-platform
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8.2 Applications for this data beyond AV testing
The immediate use case for this data is in oversight of AV testing.
Given the current setup with self-reported accident reports and
promotional videos, AV developing companies share very little
information about how they’re developing and implementing safety
critical infrastructure. This makes an honest risk analysis close to
the impossible. More granular data would give municipalities and
research a chance to better understand how this technology will
play a role in the wider environment, how rules of the road are
interpreted, etc.

A secondary use case for such granular pedestrian and road
data is in having high-quality data on road usage. Municipalities
currently employ their methods in collecting data on road usage.
For example, NYC uses real-time traffic cameras and San Francisco
tracks congestion in the city. However, as we discussed in Section 4,
AV companies collect data that municipalities do not already collect.
The robust datasets can be used for endeavors such as city and road
planning and even understand how people move through a city.

8.3 Future work for the HCI community
The HCI community can aid the cause of datasharing from AVs
through work in the following areas:

Standardizing data formats A wide variety of data is collected
during AV research and this could vary further depending on the
standards set by the companies that conduct the research. In or-
der for the data to be consistent across different companies and
locations, standard data formats must be agreed upon.

Creating mechanisms for sharing Currently, AV companies
that decide to share their data have their own methods of doing so.
For example, Waymo hosts their Open Dataset on their ownwebsite
[1]. The methods of sharing should be standardized to ensure both
the availability and accessibility of data.

Taking part in policy advocacy Parts of the CHI community
already focus on ethics, law and policy, but researchers focusing
on technical issues or human participant studies might not always
see the relevance of major policy decisions that are taking place
at different levels of their government on their own work. Large
scale datasharing has the power to be transformative; the influence
of sites like Kaggle 4 and Hugging-face 5 on the machine learning
community show how shared data can advance research with a
community. By advocating for datasharing, CHI researchers are
advocating for greater safety and transparency, and also for the
provision of data which can provide enormous secondary benefit
to their own community.

9 Conclusion
In this paper, we have made the case that data collected by au-
tonomous vehicles as part of on-road testing and mapping should
be shared with the general public, as a form of compensation and
control for the risks to communities where such data collection oc-
curs. While we have focused our discussion of the legal and policy
implications of such maneuvers on the United States, we believe
that the ethical case for such sharing, as well as the pragmatic
logistics of how such sharing would work, would be applicable
4https://www.kaggle.com/
5https://huggingface.co/

no matter the specific country or region. Because many of the
companies that are developing AV technology are multi-national
corporations, there may be the tendency for those corporations to
do regulatory “jurisdiction shopping,” to test and collect data where
there are the least demands put upon them to share. Hence, we
hope that this work helps members of the CHI community make
the argument the idea that data from autonomous vehicles should
ethically be shared with the public, so AV data sharing policies will
be taken up by governments, municipalities and regulatory bodies
which interact with autonomous vehicle technologies on behalf of
their people.
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