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Justice Kagan delivered the opinion of the Court. … 
Today, we consider whether two state laws regulating social-media platforms 

and other websites facially violate the First Amendment. The laws, from Florida 
and Texas, restrict the ability of social-media platforms to control whether and 
how third-party posts are presented to other users. Or otherwise put, the laws lim-
it the platforms’ capacity to engage in content moderation—to filter, prioritize, and 
label the varied messages, videos, and other content their users wish to post. … 

I … 
In 2021, Florida and Texas enacted statutes regulating internet platforms, includ-
ing the large social-media companies just mentioned. The States’ laws differ in the 
entities they cover and the activities they limit. But both contain content-modera-
tion provisions, restricting covered platforms’ choices about whether and how to 
display user-generated content to the public. And both include individualized-ex-
planation provisions, requiring platforms to give reasons for particular content-
moderation choices. 

Florida’s law regulates “social media platforms,” as defined expansively, that 
have annual gross revenue of over $100 million or more than 100 million monthly 
active users. Fla. Stat. § 501.2041(1)(g) (2023). The statute restricts varied ways of 
“censor[ing]” or otherwise disfavoring posts—including deleting, altering, label-
ing, or deprioritizing them—based on their content or source. § 501.2041(1)(b). 
For example, the law prohibits a platform from taking those actions against “a 
journalistic enterprise based on the content of its publication or broadcast.” 
§ 501.2041(2)( j). Similarly, the law prevents deprioritizing posts by or about polit-
ical candidates. See § 501.2041(2)(h). And the law requires platforms to apply 
their content-moderation practices to users “in a consistent manner.” 
§ 501.2041(2)(b). 

In addition, the Florida law mandates that a platform provide an explanation 
to a user any time it removes or alters any of her posts. See § 501.2041(2)(d)(1). 
The requisite notice must be delivered within seven days, and contain both a 
“thorough rationale” for the action and an account of how the platform became 
aware of the targeted material. § 501.2041(3). 

The Texas law regulates any social-media platform, having over 50 million 
monthly active users, that allows its users “to communicate with other users for 
the primary purpose of posting information, comments, messages, or images.” Tex. 
Bus. & Com. Code Ann. §§ 120.001(1), 120.002(b) With several exceptions, the 
statute prevents platforms from “censor[ing]” a user or a user’s expression based 
on viewpoint. Tex. Civ. Prac. & Rem. Code Ann. §§ 143A.002(a), 143A.006. That 
ban on “censor[ing]” covers any action to “block, ban, remove, deplatform, de-
monetize, de-boost, restrict, deny equal access or visibility to, or otherwise dis-
criminate against expression.” § 143A.001(1). The statute also requires that “con-
currently with the removal” of user content, the platform shall “notify the user” 
and “explain the reason the content was removed.” § 120.103(a)(1). The user gets a 
right of appeal, and the platform must address an appeal within 14 days. See 
§§ 120.103(a)(2), 120.104. 

Soon after Florida and Texas enacted those statutes, NetChoice LLC and the 
Computer & Communications Industry Association (collectively, NetChoice)—
trade associations whose members include Facebook and YouTube—brought facial 
First Amendment challenges against the two laws.  [A “facial” challenge seeks a 
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judicial determination that the challenged law cannot be constitutionally applied 
to anyone, under any circumstances. In an “as-applied” challenge, by contrast, the 
plaintiff only needs to show that the law is unconstitutional as applied to their 
specific conduct.] District courts in both States entered preliminary injunctions, 
halting the laws’ enforcement. Each court held that the suit before it is likely to 
succeed because the statute infringes on the constitutionally protected “editorial 
judgment” of NetChoice’s members about what material they will display. 

The Eleventh Circuit upheld the injunction of Florida’s law, as to all provisions 
relevant here. … 

The Fifth Circuit disagreed across the board, and so reversed the preliminary 
injunction before it. … 

We granted certiorari to resolve the split between the Fifth and Eleventh Cir-
cuits. 

II 
NetChoice chose to litigate these cases as facial challenges, and that decision 
comes at a cost. For a host of good reasons, courts usually handle constitutional 
claims case by case, not en masse. See Washington State Grange v. Washington 
State Republican Party, 552 U.S. 442, 450–451 (2008). “Claims of facial invalidity 
often rest on speculation” about the law’s coverage and its future enforcement. Id., 
at 450. And “facial challenges threaten to short circuit the democratic process” by 
preventing duly enacted laws from being implemented in constitutional ways. Id., 
at 451. This Court has therefore made facial challenges hard to win. [In a First 
Amendment case, a facial challenge to a law requires the plaintiff to show that “a 
substantial number of its applications are unconstitutional, judged in relation to 
the statute’s plainly legitimate sweep.” Americans for Prosperity Foundation v. 
Bonta, 594 U. S. 595, 615 (2021).]  … 

So far in these cases, no one has paid much attention to that issue. In the lower 
courts, NetChoice and the States alike treated the laws as having certain heartland 
applications, and mostly confined their battle to that terrain. More specifically, the 
focus was on how the laws applied to the content-moderation practices that giant 
social-media platforms use on their best-known services to filter, alter, or label 
their users’ posts. Or more specifically still, the focus was on how the laws applied 
to Facebook’s News Feed and YouTube’s homepage. Reflecting the parties’ argu-
ments, the Eleventh and Fifth Circuits also mostly confined their analysis in that 
way. On their way to opposing conclusions, they concentrated on the same issue: 
whether a state law can regulate the content-moderation practices used in Face-
book’s News Feed (or near equivalents). They did not address the full range of ac-
tivities the laws cover, and measure the constitutional against the unconstitutional 
applications. In short, they treated these cases more like as-applied claims than 
like facial ones. 

The first step in the proper facial analysis is to assess the state laws’ scope. 
What activities, by what actors, do the laws prohibit or otherwise regulate? The 
laws of course differ one from the other. But both, at least on their face, appear to 
apply beyond Facebook’s News Feed and its ilk. Members of this Court asked some 
of the relevant questions at oral argument. Starting with Facebook and the other 
giants: To what extent, if at all, do the laws affect their other services, like direct 
messaging or events management? And beyond those social-media entities, what 
do the laws have to say, if anything, about how an email provider like Gmail filters 
incoming messages, how an online marketplace like Etsy displays customer re-
views, how a payment service like Venmo manages friends’ financial exchanges, or 



Moody v. NetChoice	 3

how a ride-sharing service like Uber runs? Those are examples only. The online 
world is variegated and complex, encompassing an ever-growing number of apps, 
services, functionalities, and methods for communication and connection. Each 
might (or might not) have to change because of the provisions, as to either content 
moderation or individualized explanation, in Florida’s or Texas’s law. Before a 
court can do anything else with these facial challenges, it must address that set of 
issues—in short, must determine what the law covers. 

The next order of business is to decide which of the laws’ applications violate 
the First Amendment, and to measure them against the rest. For the content-
moderation provisions, that means asking, as to every covered platform or func-
tion, whether there is an intrusion on protected editorial discretion. And for the 
individualized-explanation provisions, it means asking, again as to each thing cov-
ered, whether the required disclosures unduly burden expression. See Zauderer, 
471 U.S. at 651. Even on a preliminary record, it is not hard to see how the answers 
might differ as between regulation of Facebook’s News Feed (considered in the 
courts below) and, say, its direct messaging service (not so considered). Curating a 
feed and transmitting direct messages, one might think, involve different levels of 
editorial choice, so that the one creates an expressive product and the other does 
not. If so, regulation of those diverse activities could well fall on different sides of 
the constitutional line. To decide the facial challenges here, the courts below must 
explore the laws’ full range of applications—the constitutionally impermissible and 
permissible both—and compare the two sets. Maybe the parties treated the con-
tent-moderation choices reflected in Facebook’s News Feed and YouTube’s home-
page as the laws’ heartland applications because they are the principal things regu-
lated, and should have just that weight in the facial analysis. Or maybe not: Maybe 
the parties’ focus had all to do with litigation strategy, and there is a sphere of oth-
er applications—and constitutional ones—that would prevent the laws’ facial in-
validation. 

The problem for this Court is that it cannot undertake the needed inquiries. 
“We are a court of review, not of first view.” Cutter v. Wilkinson, 544 U.S. 709, 718, 
n. 7 (2005). Neither the Eleventh Circuit nor the Fifth Circuit performed the facial 
analysis in the way just described. And even were we to ignore the value of other 
courts going first, we could not proceed very far. The parties have not briefed the 
critical issues here, and the record is underdeveloped. So we vacate the decisions 
below and remand these cases. That will enable the lower courts to consider the 
scope of the laws’ applications, and weigh the unconstitutional as against the con-
stitutional ones. 

III 
But it is necessary to say more about how the First Amendment relates to the laws’ 
content-moderation provisions, to ensure that the facial analysis proceeds on the 
right path in the courts below. That need is especially stark for the Fifth Circuit. 
Recall that it held that the content choices the major platforms make for their 
main feeds are “not speech” at all, so States may regulate them free of the First 
Amendment’s restraints. And even if those activities were expressive, the court 
held, Texas’s interest in better balancing the marketplace of ideas would satisfy 
First Amendment scrutiny. If we said nothing about those views, the court pre-
sumably would repeat them when it next considers NetChoice’s challenge. It would 
thus find that significant applications of the Texas law—and so significant inputs 
into the appropriate facial analysis—raise no First Amendment difficulties. But 
that conclusion would rest on a serious misunderstanding of First Amendment 
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precedent and principle. The Fifth Circuit was wrong in concluding that Texas’s 
restrictions on the platforms’ selection, ordering, and labeling of third-party posts 
do not interfere with expression. And the court was wrong to treat as valid Texas’s 
interest in changing the content of the platforms’ feeds. Explaining why that is so 
will prevent the Fifth Circuit from repeating its errors as to Facebook’s and You-
Tube’s main feeds. (And our analysis of Texas’s law may also aid the Eleventh Cir-
cuit, which saw the First Amendment issues much as we do, when next consider-
ing NetChoice’s facial challenge.) But a caveat: Nothing said here addresses any of 
the laws’ other applications, which may or may not share the First Amendment 
problems described below. 

A 
Despite the relative novelty of the technology before us, the main problem in this 
case—and the inquiry it calls for—is not new. At bottom, Texas’s law requires the 
platforms to carry and promote user speech that they would rather discard or 
downplay. The platforms object that the law thus forces them to alter the content 
of their expression—a particular edited compilation of third-party speech. That 
controversy sounds a familiar note. We have repeatedly faced the question whether 
ordering a party to provide a forum for someone else’s views implicates the First 
Amendment. And we have repeatedly held that it does so if, though only if, the 
regulated party is engaged in its own expressive activity, which the mandated ac-
cess would alter or disrupt. So too we have held, when applying that principle, that 
expressive activity includes presenting a curated compilation of speech originally 
created by others. A review of the relevant precedents will help resolve the ques-
tion here. 

The seminal case is Miami Herald Publishing Co. v. Tornillo, 418 U.S. 241 
(1974). There, a Florida law required a newspaper to give a political candidate a 
right to reply when it published “criticism and attacks on his record.” The Court 
held the law to violate the First Amendment because it interfered with the news-
paper’s “exercise of editorial control and judgment.” Id., at 258. Forcing the paper 
to print what “it would not otherwise print,” the Court explained, “intruded into 
the function of editors.” Id., at 256, 258. For that function was, first and foremost, 
to make decisions about the “content of the paper” and “the choice of material to 
go into” it. Id., at 258. In protecting that right of editorial control, the Court recog-
nized a possible downside. It noted the access advocates’ view (similar to the 
States’ view here) that “modern media empires” had gained ever greater capacity 
to “shape” and even “manipulate popular opinion.” Id., at 249–250. And the Court 
expressed some sympathy with that diagnosis. But the cure proposed, it conclud-
ed, collided with the First Amendment’s antipathy to state manipulation of the 
speech market. Florida, the Court explained, could not substitute “governmental 
regulation” for the “crucial process” of editorial choice. Id., at 258. 

Next up was Pacific Gas & Elec. Co. v. Public Util. Comm’n of Cal., 475 U.S. 1,
(1986) (PG&E), which the Court thought to follow naturally from Tornillo. A pri-
vate utility in California regularly put a newsletter in its billing envelopes express-
ing its views of energy policy. The State directed it to include as well material from 
a consumer-advocacy group giving a different perspective. The utility objected, 
and the Court held again that the interest in “offering the public a greater variety 
of views” could not justify the regulation. Id., at 12. California was compelling the 
utility (as Florida had compelled a newspaper) “to carry speech with which it dis-
agreed” and thus to “alter its own message.” Id., at 11, n. 7, 16. 
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In Turner Broadcasting System, Inc. v. FCC, 512 U.S. 622, (1994), the Court 
further underscored the constitutional protection given to editorial choice. At is-
sue were federal “must-carry” rules, requiring cable operators to allocate some of 
their channels to local broadcast stations. The Court had no doubt that the First 
Amendment was implicated, because the operators were engaging in expressive 
activity. They were, the Court explained, “exercising editorial discretion over which 
stations or programs to include in [their] repertoire.” Id., at 636. And the rules 
“interfere[d]” with that discretion by forcing the operators to carry stations they 
would not otherwise have chosen. Id., at 643–644. In a later decision, the Court 
ruled that the regulation survived First Amendment review because it was neces-
sary to prevent the demise of local broadcasting. See Turner Broadcasting System, 
Inc. v. FCC, 520 U.S. 180, 185, 189–190 (1997) (Turner II). But for purposes of 
today’s cases, the takeaway of Turner is this holding: A private party’s collection of 
third-party content into a single speech product (the operators’ “repertoire” of 
programming) is itself expressive, and intrusion into that activity must be specially 
justified under the First Amendment. 

The capstone of those precedents came in Hurley v. Irish-American Gay, Les-
bian and Bisexual Group of Boston, Inc., 515 U.S. 557 (1995), when the Court con-
sidered (of all things) a parade. The question was whether Massachusetts could 
require the organizers of a St. Patrick’s Day parade to admit as a participant a gay 
and lesbian group seeking to convey a message of “pride.” Id., at 561. The Court 
held unanimously that the First Amendment precluded that compulsion. The “se-
lection of contingents to make a parade,” it explained, is entitled to First Amend-
ment protection, no less than a newspaper’s “presentation of an edited compilation 
of other persons’ speech.” Id., at 570. And that meant the State could not tell the 
parade organizers whom to include. Because “every participating unit affects the 
message,” said the Court, ordering the group’s admittance would “alter the expres-
sive content of the parade.” Hurley, 515 U.S. at 572–573. The parade’s organizers 
had “decided to exclude a message they did not like from the communication they 
chose to make,” and that was their decision alone. Id., at 574. 

On two other occasions, the Court distinguished Tornillo and its progeny for 
the flip-side reason—because in those cases the compelled access did not affect the 
complaining party’s own expression. First, in PruneYard Shopping Center v. 
Robins, 447 U.S. 74 (1980), the Court rejected a shopping mall’s First Amendment 
challenge to a California law requiring it to allow members of the public to dis-
tribute handbills on its property. The mall owner did not claim that he (or the 
mall) was engaged in any expressive activity. Indeed, as the PG&E Court later not-
ed, he “did not even allege that he objected to the content of the pamphlets” passed 
out at the mall. 475 U.S. at 12. Similarly, in Rumsfeld v. Forum for Academic and 
Institutional Rights, Inc., 547 U.S. 47 (2006) (FAIR), the Court reiterated that a 
First Amendment claim will not succeed when the entity objecting to hosting 
third-party speech is not itself engaged in expression. The statute at issue required 
law schools to allow the military to participate in on-campus recruiting. The Court 
held that the schools had no First Amendment right to exclude the military based 
on its hiring policies, because the schools “are not speaking when they host inter-
views.” Id., at 64. Or stated again, with reference to the just-described precedents: 
Because a “law school’s recruiting services lack the expressive quality of a parade, a 
newsletter, or the editorial page of a newspaper,” the required “accommodation of 
a military recruiter” did not “interfere with any message of the school.” Id. 
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That is a slew of individual cases, so consider three general points to wrap up. 
Not coincidentally, they will figure in the upcoming discussion of the First 
Amendment problems the statutes at issue here likely present as to Facebook’s 
News Feed and similar products. 

First, the First Amendment offers protection when an entity engaging in ex-
pressive activity, including compiling and curating others’ speech, is directed to 
accommodate messages it would prefer to exclude. “The editorial function itself is  
an aspect of speech.” Denver Area Ed. Telecommunications Consortium, Inc. v. 
FCC, 518 U.S. 727, 737 (1996) (plurality opinion). Or said just a bit differently: An 
entity “exercising editorial discretion in the selection and presentation” of content 
is “engaged in speech activity.” Arkansas Ed. Television Comm’n v. Forbes, 523 U.S. 
666, 674 (1998). And that is as true when the content comes from third parties as 
when it does not. (Again, think of a newspaper opinion page or, if you prefer, a 
parade.) Deciding on the third-party speech that will be included in or excluded 
from a compilation—and then organizing and presenting the included items—is 
expressive activity of its own. And that activity results in a distinctive expressive 
product. When the government interferes with such editorial choices—say, by or-
dering the excluded to be included—it alters the content of the compilation. (It 
creates a different opinion page or parade, bearing a different message.) And in so 
doing—in overriding a private party’s expressive choices—the government con-
fronts the First Amendment. 

Second, none of that changes just because a compiler includes most items and 
excludes just a few. That was the situation in Hurley. The St. Patrick’s Day parade 
at issue there was “eclectic”: It included a “wide variety of patriotic, commercial, 
political, moral, artistic, religious, athletic, public service, trade union, and 
eleemosynary themes, as well as conflicting messages.” 515 U.S. at 562. Or other-
wise said, the organizers were “rather lenient in admitting participants.” Id., at 
569. No matter. A “narrow, succinctly articulable message is not a condition of 
constitutional protection.” Id. It “is enough” for a compiler to exclude the handful 
of messages it most “disfavors” Id., at 574. Suppose, for example, that the newspa-
per in Tornillo had granted a right of reply to all but one candidate. It would have 
made no difference; the Florida statute still could not have altered the paper’s pol-
icy. Indeed, that kind of focused editorial choice packs a peculiarly powerful ex-
pressive punch. 

Third, the government cannot get its way just by asserting an interest in im-
proving, or better balancing, the marketplace of ideas. Of course, it is critically 
important to have a well-functioning sphere of expression, in which citizens have 
access to information from many sources. That is the whole project of the First 
Amendment. And the government can take varied measures, like enforcing com-
petition laws, to protect that access. But in case after case, the Court has barred 
the government from forcing a private speaker to present views it wished to spurn 
in order to rejigger the expressive realm. The regulations in Tornillo, PG&E, and 
Hurley all were thought to promote greater diversity of expression. They also were 
thought to counteract advantages some private parties possessed in controlling 
“enviable vehicles” for speech. Hurley, 515 U.S. at 577. Indeed, the Tornillo Court 
devoted six pages of its opinion to recounting a critique of the then-current media 
environment—in particular, the disproportionate “influence” of a few speakers—
similar to one heard today (except about different entities). 418 U.S. at 249. It 
made no difference. However imperfect the private marketplace of ideas, here was 
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a worse proposal—the government itself deciding when speech was imbalanced, 
and then coercing speakers to provide more of some views or less of others. 

B 
Whatever the challenges of applying the Constitution to ever-advancing technolo-
gy, the basic principles of the First Amendment do not vary. New communications 
media differ from old ones in a host of ways: No one thinks Facebook’s News Feed 
much resembles an insert put in a billing envelope. And similarly, today’s social 
media pose dangers not seen earlier: No one ever feared the effects of newspaper 
opinion pages on adolescents’ mental health. But analogies to old media, even if 
imperfect, can be useful. And better still as guides to decision are settled principles 
about freedom of expression, including the ones just described. Those principles 
have served the Nation well over many years, even as one communications method 
has given way to another. And they have much to say about the laws at issue here. 
These cases, to be sure, are at an early stage; the record is incomplete even as to 
the major social-media platforms’ main feeds, much less the other applications 
that must now be considered. But in reviewing the District Court’s preliminary 
injunction, the Fifth Circuit got its likelihood-of-success finding wrong. Texas is 
not likely to succeed in enforcing its law against the platforms’ application of their 
content-moderation policies to the feeds that were the focus of the proceedings 
below. And that is because of the core teaching elaborated in the above-summa-
rized decisions: The government may not, in supposed pursuit of better expressive 
balance, alter a private speaker’s own editorial choices about the mix of speech it 
wants to convey. 

Most readers are likely familiar with Facebook’s News Feed or YouTube’s home-
page; assuming so, feel free to skip this paragraph (and maybe a couple more). For 
the uninitiated, though, each of those feeds presents a user with a continually up-
dating stream of other users’ posts. For Facebook’s News Feed, any user may up-
load a message, whether verbal or visual, with content running the gamut from 
vacation pictures from friends to articles from local or national news outlets. And 
whenever a user signs on, Facebook delivers a personalized collection of those sto-
ries. Similarly for YouTube. Its users upload all manner of videos. And any person 
opening the website or mobile app receives an individualized list of video recom-
mendations. 

The key to the scheme is prioritization of content, achieved through the use of 
algorithms. Of the billions of posts or videos (plus advertisements) that could wind 
up on a user’s customized feed or recommendations list, only the tiniest fraction 
do. The selection and ranking is most often based on a user’s expressed interests 
and past activities. But it may also be based on more general features of the com-
munication or its creator. Facebook’s Community Standards and YouTube’s Com-
munity Guidelines detail the messages and videos that the platforms disfavor. The 
platforms write algorithms to implement those standards—for example, to prefer 
content deemed particularly trustworthy or to suppress content viewed as decep-
tive (like videos promoting “conspiracy theories”). 

Beyond rankings lie labels. The platforms may attach warnings, disclaimers, or 
general commentary—for example, informing users that certain content has “not 
been verified by official sources.” Likewise, they may use “information panels” to 
give users context on content relating to topics and news prone to misinformation, 
as well as context about who submitted the content. So, for example, YouTube 
identifies content submitted by state-supported media channels, including those 
funded by the Russian Government. 
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But sometimes, the platforms decide, providing more information is not 
enough; instead, removing a post is the right course. The platforms’ content-mod-
eration policies also say when that is so. Facebook’s Standards, for example, pro-
scribe posts—with exceptions for “newsworth[iness]” and other “public interest 
value”—in categories and subcategories including: Violence and Criminal Behavior 
(e.g., violence and incitement, coordinating harm and publicizing crime, fraud and 
deception); Safety (e.g., suicide and self-injury, sexual exploitation, bullying and 
harassment); Objectionable Content (e.g., hate speech, violent and graphic con-
tent); Integrity and Authenticity (e.g., false news, manipulated media). YouTube’s 
Guidelines similarly target videos falling within categories like: hate speech, vio-
lent or graphic content, child safety, and misinformation (including about elec-
tions and vaccines). The platforms thus unabashedly control the content that will 
appear to users, exercising authority to remove, label or demote messages they 
disfavor. 

Except that Texas’s law limits their power to do so. As noted earlier, the law’s 
central provision prohibits the large social-media platforms (and maybe other en-
tities6) from “censor[ing]” a “user’s expression” based on its “viewpoint.” 
§  143A.002(a)(2). The law defines “expression” broadly, thus including pretty 
much anything that might be posted. See § 143A.001(2). And it defines “censor” to 
mean “block, ban, remove, deplatform, demonetize, de-boost, restrict, deny equal 
access or visibility to, or otherwise discriminate against expression.” § 143A.001(1). 
That is a long list of verbs, but it comes down to this: The platforms cannot do any 
of the things they typically do (on their main feeds) to posts they disapprove—
cannot demote, label, or remove them—whenever the action is based on the post’s 
viewpoint.8 And what does that “based on viewpoint” requirement entail? Doubt* -
less some of the platforms’ content-moderation practices are based on characteris-
tics of speech other than viewpoint (e.g., on subject matter). But if Texas’s law is 
enforced, the platforms could not—as they in fact do now—disfavor posts because 
they: 

• support Nazi ideology; 
• advocate for terrorism; 
• espouse racism, Islamophobia, or anti-Semitism; 
• glorify rape or other gender-based violence; 
• encourage teenage suicide and self-injury; 
• discourage the use of vaccines; 
• advise phony treatments for diseases; 
• advance false claims of election fraud. 

The list could continue for a while. The point of it is not that the speech environ-
ment created by Texas’s law is worse than the ones to which the major platforms 

	 8	 The Texas solicitor general explained at oral argument that the Texas law allows the 
platforms to remove “categories” of speech, so long as they are not based on view-
point. The example he gave was speech about Al-Qaeda. Under the law, a platform 
could remove all posts about Al-Qaeda, regardless of viewpoint. But it could not stop 
the “pro-Al-Qaeda” speech alone; it would have to stop the “anti-Al-Qaeda” speech 
too. So again, the law, as described by the solicitor general, prevents the platforms 
from disfavoring posts because they express one view of a subject.
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aspire on their main feeds. The point is just that Texas’s law profoundly alters the 
platforms’ choices about the views they will, and will not, convey. 

And we have time and again held that type of regulation to interfere with pro-
tected speech. Like the editors, cable operators, and parade organizers this Court 
has previously considered, the major social-media platforms are in the business, 
when curating their feeds, of combining “multifarious voices” to create a distinc-
tive expressive offering. Hurley, 515 U.S. at 569. The individual messages may 
originate with third parties, but the larger offering is the platform’s. It is the prod-
uct of a wealth of choices about whether—and, if so, how—to convey posts having 
a certain content or viewpoint. Those choices rest on a set of beliefs about which 
messages are appropriate and which are not (or which are more appropriate and 
which less so). And in the aggregate they give the feed a particular expressive qual-
ity. Consider again an opinion page editor, as in Tornillo, who wants to publish a 
variety of views, but thinks some things off-limits (or, to change the facts, worth 
only a couple of column inches). “The choice of material,” the “decisions made [as 
to] content,” the “treatment of public issues”—“whether fair or unfair”—all these 
“constitute the exercise of editorial control and judgment.” Tornillo, 418 U.S. at 
258. For a paper, and for a platform too. And the Texas law (like Florida’s earlier 
right-of-reply statute) targets those expressive choices—in particular, by forcing 
the major platforms to present and promote content on their feeds that they re-
gard as objectionable. 

That those platforms happily convey the lion’s share of posts submitted to them 
makes no significant First Amendment difference. To begin with, Facebook and 
YouTube exclude (not to mention, label or demote) lots of content from their News 
Feed and homepage. The Community Standards and Community Guidelines set 
out in copious detail the varied kinds of speech the platforms want no truck with. 
And both platforms appear to put those manuals to work. In a single quarter of 
2021, Facebook removed from its News Feed more than 25 million pieces of “hate 
speech content” and almost 9 million pieces of “bullying and harassment content.” 
Similarly, YouTube deleted in one quarter more than 6 million videos violating its 
Guidelines. And among those are the removals the Texas law targets. What is 
more, this Court has already rightly declined to focus on the ratio of rejected to 
accepted content. Recall that in Hurley, the parade organizers welcomed pretty 
much everyone, excluding only those who expressed a message of gay pride. The 
Court held that the organizers’ “lenient” admissions policy—and their resulting 
failure to express a “particularized message”—did “not forfeit” their right to reject 
the few messages they found harmful or offensive. So too here, though the exclud-
ed viewpoints differ. That Facebook and YouTube convey a mass of messages does 
not license Texas to prohibit them from deleting posts with, say, “hate speech” 
based on “sexual orientation.” It is as much an editorial choice to convey all speech 
except in select categories as to convey only speech within them. 

Similarly, the major social-media platforms do not lose their First Amendment 
protection just because no one will wrongly attribute to them the views in an indi-
vidual post. For starters, users may well attribute to the platforms the messages 
that the posts convey in toto. Those messages—communicated by the feeds as a 
whole—derive largely from the platforms’ editorial decisions about which posts to 
remove, label, or demote. And because that is so, the platforms may indeed “own” 
the overall speech environment. In any event, this Court has never hinged a com-
piler’s First Amendment protection on the risk of misattribution. The Court did 
not think in Turner—and could not have thought in Tornillo or PG&E—that any-
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one would view the entity conveying the third-party speech at issue as endorsing 
its content. Yet all those entities, the Court held, were entitled to First Amendment 
protection for refusing to carry the speech. To be sure, the Court noted in Prune-
Yard and FAIR, when denying such protection, that there was little prospect of 
misattribution. But the key fact in those cases, as noted above, was that the host of 
the third-party speech was not itself engaged in expression. The current record 
suggests the opposite as to Facebook’s News Feed and YouTube’s homepage. When 
the platforms use their Standards and Guidelines to decide which third-party con-
tent those feeds will display, or how the display will be ordered and organized, they 
are making expressive choices. And because that is true, they receive First 
Amendment protection. 

C 
And once that much is decided, the interest Texas relies on cannot sustain its law. 
In the usual First Amendment case, we must decide whether to apply strict or in-
termediate scrutiny. But here we need not. Even assuming that the less stringent 
form of First Amendment review applies, Texas’s law does not pass. Under that 
standard, a law must further a “substantial governmental interest” that is “unrelat-
ed to the suppression of free expression.” United States v. O’Brien, 391 U.S. 367, 
377 (1968). Many possible interests relating to social media can meet that test; 
nothing said here puts regulation of NetChoice’s members off-limits as to a whole 
array of subjects. But the interest Texas has asserted cannot carry the day: It is 
very much related to the suppression of free expression, and it is not valid, let 
alone substantial. 

Texas has never been shy, and always been consistent, about its interest: The 
objective is to correct the mix of speech that the major social-media platforms 
present. In this Court, Texas described its law as “respond[ing]” to the platforms’ 
practice of “favoring certain viewpoints.” The large social-media platforms throw 
out (or encumber) certain messages; Texas wants them kept in (and free from en-
cumbrances), because it thinks that would create a better speech balance. The cur-
rent amalgam, the State explained in earlier briefing, was “skewed” to one side. 
And that assessment mirrored the stated views of those who enacted the law, save 
that the latter had a bit more color. The law’s main sponsor explained that the 
“West Coast oligarchs” who ran social-media companies were “silenc[ing] conser-
vative viewpoints and ideas.” The Governor, in signing the legislation, echoed the 
point: The companies were fomenting a “dangerous movement” to “silence” con-
servatives. 

But a State may not interfere with private actors’ speech to advance its own 
vision of ideological balance. States (and their citizens) are of course right to want 
an expressive realm in which the public has access to a wide range of views. That 
is, indeed, a fundamental aim of the First Amendment. But the way the First 
Amendment achieves that goal is by preventing the government from “tilting pub-
lic debate in a preferred direction.” Sorrell v. IMS Health Inc., 564 U.S. 552, 578–
579 (2011). It is not by licensing the government to stop private actors from speak-
ing as they wish and preferring some views over others. And that is so even when 
those actors possess “enviable vehicles” for expression. Hurley, 515 U.S. at 577. In a 
better world, there would be fewer inequities in speech opportunities; and the 
government can take many steps to bring that world closer. But it cannot prohibit 
speech to improve or better balance the speech market. On the spectrum of dan-
gers to free expression, there are few greater than allowing the government to 
change the speech of private actors in order to achieve its own conception of 
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speech nirvana. That is why we have said in so many contexts that the government 
may not “restrict the speech of some elements of our society in order to enhance 
the relative voice of others.” Buckley v. Valeo, 424 U.S. 1, 48–49 (1976). That un-
adorned interest is not “unrelated to the suppression of free expression,” and the 
government may not pursue it consistent with the First Amendment. … 

The interest Texas asserts is in changing the balance of speech on the major 
platforms’ feeds, so that messages now excluded will be included. To describe that 
interest, the State borrows language from this Court’s First Amendment cases, 
maintaining that it is preventing “viewpoint discrimination.” But the Court uses 
that language to say what governments cannot do: They cannot prohibit private 
actors from expressing certain views. When Texas uses that language, it is to say 
what private actors cannot do: They cannot decide for themselves what views to 
convey. The innocent-sounding phrase does not redeem the prohibited goal. The 
reason Texas is regulating the content-moderation policies that the major plat-
forms use for their feeds is to change the speech that will be displayed there. Texas 
does not like the way those platforms are selecting and moderating content, and 
wants them to create a different expressive product, communicating different val-
ues and priorities. But under the First Amendment, that is a preference Texas may 
not impose. … 

Justice Barrett, concurring: 
I join the Court’s opinion, which correctly articulates and applies our First 

Amendment precedent. In this respect, the Eleventh Circuit’s understanding of the 
First Amendment’s protection of editorial discretion was generally correct; the 
Fifth Circuit’s was not. 

But for the reasons the Court gives, these cases illustrate the dangers of bring-
ing a facial challenge. If NetChoice’s members are concerned about preserving 
their editorial discretion with respect to the services on which they have focused 
throughout this litigation—e.g., Facebook’s Newsfeed and YouTube’s homepage—
they would be better served by bringing a First Amendment challenge as applied 
to those functions. Analyzing how the First Amendment bears on those functions 
is complicated enough without simultaneously analyzing how it bears on a plat-
form’s other functions—e.g., Facebook Messenger and Google Search—much less 
to distinct platforms like Uber and Etsy. In fact, dealing with a broad swath of var-
ied platforms and functions in a facial challenge strikes me as a daunting, if not 
impossible, task. A function qualifies for First Amendment protection only if it is 
inherently expressive. Even for a prototypical social-media feed, making this de-
termination involves more than meets the eye. 

Consider, for instance, how platforms use algorithms to prioritize and remove 
content on their feeds. Assume that human beings decide to remove posts promot-
ing a particular political candidate or advocating some position on a public-health 
issue. If they create an algorithm to help them identify and delete that content, the 
First Amendment protects their exercise of editorial judgment—even if the algo-
rithm does most of the deleting without a person in the loop. In that event, the 
algorithm would simply implement human beings’ inherently expressive choice to 
exclude a message they did not like from” their speech compilation. 

But what if a platform’s algorithm just presents automatically to each user 
whatever the algorithm thinks the user will like—e.g., content similar to posts with 
which the user previously engaged? The First Amendment implications of the 
Florida and Texas laws might be different for that kind of algorithm. And what 
about AI, which is rapidly evolving? What if a platform’s owners hand the reins to 
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an AI tool and ask it simply to remove “hateful” content? If the AI relies on large 
language models to determine what is “hateful” and should be removed, has a hu-
man being with First Amendment rights made an inherently expressive “choice ... 
not to propound a particular point of view”? Hurley, 515 U.S. at 575. In other 
words, technology may attenuate the connection between content-moderation 
actions (e.g., removing posts) and human beings’ constitutionally protected right 
to “decide for [themselves] the ideas and beliefs deserving of expression, consider-
ation, and adherence.” Turner, 512 U.S. at 641. So the way platforms use this sort 
of technology might have constitutional significance. 

There can be other complexities too. For example, the corporate structure and 
ownership of some platforms may be relevant to the constitutional analysis. A 
speaker’s right to “decide what not to say ” is “enjoyed by business corporations 
generally.” Hurley, 515 U.S. at 573–574. Corporations, which are composed of hu-
man beings with First Amendment rights, possess First Amendment rights them-
selves. See Citizens United v. Federal Election Comm'n, 558 U.S. 310, 365  (2010).. 
But foreign persons and corporations located abroad do not. Agency for Int’l De-
velopment v. Alliance for Open Society Int’l, Inc., 591 U.S. 430 (2020). So a social-
media platform’s foreign ownership and control over its content-moderation deci-
sions might affect whether laws overriding those decisions trigger First Amend-
ment scrutiny. What if the platform’s corporate leadership abroad makes the policy 
decisions about the viewpoints and content the platform will disseminate? Would 
it matter that the corporation employs Americans to develop and implement con-
tent-moderation algorithms if they do so at the direction of foreign executives? 
Courts may need to confront such questions when applying the First Amendment 
to certain platforms. 

These are just a few examples of questions that might arise in litigation that 
more thoroughly exposes the relevant facts about particular social-media plat-
forms and functions. The answers in any given case might cast doubt on—or might 
vindicate—a social-media company’s invocation of its First Amendment rights. 
Regardless, the analysis is bound to be fact intensive, and it will surely vary from 
function to function and platform to platform. … 

A facial challenge to either of these laws likely forces a court to bite off more 
than it can chew. An as-applied challenge, by contrast, would enable courts to 
home in on whether and how specific functions—like feeds versus direct messag-
ing—are inherently expressive and answer platform- and function-specific ques-
tions that might bear on the First Amendment analysis. While the governing con-
stitutional principles are straightforward, applying them in one fell swoop to the 
entire social-media universe is not. 
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